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Validation in pharmaceutical analysis�
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Abstract

Validation of analytical procedures is a vital aspect not just for regulatory purposes, but also for their efficient and reliable long-term
application. In order to address the performance of the analytical procedure adequately, the analyst is responsible to identify the relevant
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arameters, to design the experimental validation studies accordingly and to define appropriate acceptance criteria.
Establishing an acceptable analytical variability for the given application is of central importance as many other acceptance c

e derived from such a precision. Acceptable precision ranges for types of control tests and/or analytes can be obtained from
ut also related activities such as transfer, control charts, or extracted from routine applications such as batch release or stab
data mining). Apart from compiling a database for general benchmarking, during such an information-building process, the rel
he analytical variability of the specific procedure is more and more increased. This is important as a reliable target variability fac
etect or investigate atypical or out-of specification behaviour of analytical data in a routine application, thus improving the data q
eliability.

According to the life-cycle concept of validation, measures should be taken to maintain and control the validated status of
rocedures during long-term routine application, such as monitoring relevant performance parameters (system suitability tes
harts, etc.
If the analytical system is demonstrated to be stable, i.e. under statistical control, a major variability contribution in LC origina

he standard preparation and analysis can be reduced. A concept of quantification by pre-determined calibration parameters in
lassical approach of simultaneous calibration is described.
2004 Elsevier B.V. All rights reserved.
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. Introduction

Accuracy and reliability of the analytical results is crucial
or ensuring quality, safety, and efficacy of pharmaceuticals.
onsequently, analytical validation has been in the focus of

egulatory requirements for a long time[2–5]. However, a

� Part I: see reference[1].
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sensible validation is also essential from a business per
tive because analytical data are the basis of many dec
such as batch release, establishment/verification of she
etc.

ICH guidelines should be regarded as basis and ph
ophy of analytical validation, not as a checklist.“It is the
responsibility of the applicant to choose the validation p
cedure and protocol most suitable for their product”[2b].
Suitability is strongly connected with the requirements
the design of the given analytical procedure, which obvio
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varies and must, therefore, be reflected in the analytical val-
idation. This includes the identification of the performance
parameters relevant for the given procedure, the definition
of appropriate acceptance criteria, and the appropriate de-
sign of the validation studies. In order to achieve this, the
analyst must be aware of the fundamental meaning of these
performance parameters, calculations, and tests and their re-
lationship to his specific application. A lack of knowledge
or (perhaps) a wrong understanding of “efficiency” will lead
to validation results that address the real performance of the
analytical procedure only partly or insufficiently. In the best
case, it is a waste of resources because the results are mean-
ingless.

The suitability of an analytical procedure is primarily de-
termined by the requirements to the given test item, and
secondarily by its design (that is normally more flexible).
Usually, the (minimum) requirements are defined by the ac-
ceptance limits of the specification (specification limits). For
some applications, the requirements are explicitly defined
in ICH guidelines. For example, the reporting level for un-
known degradants in drug products (DP) is set to 0.1 and
0.05% for a maximum daily intake of less and more than
1 g active, respectively[2d]. Consequently, the correspond-
ing test procedure must be able to quantify impurities at
this concentration with an appropriate level of precision and
accuracy.
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to achieve better understanding and control of the analytical
procedure or process.

2. Analytical variability and validation parameters

2.1. Precision

2.1.1. Minimum requirements imposed by the
specification limits

Generally, acceptance limits of the specification have to
enclose both the analytical and the manufacturing variabil-
ity [2e]. The former was considered as a confidence interval
[1,8]. This concept was refined to address the analytical vari-
ability by prediction intervals[9] because future applications
are the more appropriate objective. Rearranging this equation,
the maximum permitted analytical variability for assay can
be calculated from the acceptance limits of the specification
Eq.(1).

RSDmax(%) = |(BL − SL)| × √
nassay

t(P, df )
(1)

where SL: acceptance limits of the specification for active in-
gredient (% label claim); BL: basic limits, 100%—maximum
variation of the manufacturing process or decrease in stability
(in percentage). The BL closest to the respective SL must be
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Many other performance parameters are linked with
nalytical variability. Therefore, once an acceptable p
ion is defined, it can serve as an orientation for othe
eptance criteria. As far as possible, normalised (percen
arameters should be defined as validation acceptance
ecause they can be compared across methods, and th
ore easily drawn from previous experience. Statistical
ificance tests should very cautiously be (directly) applie
cceptance criteria because they can only test for a stati
ot a practical significance. On one hand, due to the s
umber of data normally used in pharmaceutical anal

arge confidence intervals may obscure not acceptable d
nces. On the other hand, in case of a larger number o
as a consequence of tightening confidence intervals)
ometimes abnormally small variability in one of the ana
al series (that is, however, of no risk for routine applicati
ifferences are identified as significant which are of no p

ical relevance[6]. In addition, when comparing independ
ethods for the proof of accuracy, different specificities
e expected which add a systematic bias, thus increasin
isk of the aforementioned danger.

It is also important to understand validation as a life-c
pproach[7]. The user of any method has to guarantee

t will stay consistently in a validated status. This does
ecessarily mean that additional work needs to be perfor
uring the application of the analytical procedures, a lo
ata providing performance information are generated
ystem suitability tests, repeated measurements, etc., b
en left unused. In order to make rational and efficient
f these data, they must be processed, eventually ena
e

sed;nassay: number of repeated, independent determina
n routine analyses (if the mean is compared to the accep
imits. If each individual determination is defined as the
ortable result,n= 1 has to be used);t(P,df): Studentt-factor

or the defined level of statistical confidence (usually 9
nd the degrees of freedom in the respective precision s

In contrast to the method capability index where the
al distribution is used to describe the range required

he analytical variability, Eq.(1) can take variable number
eterminations directly into account as well as the relia

ty of the experimental standard deviation (by means o
tudentt-factor). Of course, the precision acceptance l

hus obtained will be the minimum requirement. If a tigh
ontrol is aimed at or if a lower variability is expected
he given type of method, the acceptance limits shoul
djusted accordingly (see Section2.1.4).

.1.2. Precision levels and variability of the standard
eviation

Regarding an analytical procedure, each of the steps
ontribute with its variability, usually summarized as the
ision levels system (or instrument) precision, repeatab
ntermediate precision, and reproducibility. Each of the
ls includes the lower ones, as well as numerous indiv
teps. The analyst must be strictly aware of these level
he importance of their correct reporting. If, for exampl
epeated injection of the same test solution were wrong
orted as repeatability, the whole sample preparation w
e ignored, that may be an important contribution to this
ision level. Reproducibility is defined as between-labora
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Fig. 1. Ranges of standard deviations calculated from 50.000 simulated normally distributed data sets in dependence on their sample size. The mean and the
standard deviation used for the simulation were 100 and 1, respectively. The lower and upper limits are shown between the indicated percentage of the calculated
standard deviations was found.

precision[2a], but in the long-term perspective, both inter-
mediate precision and reproducibility approach each other,
at least in the same company. Therefore, in the following
both (sub)levels are discussed in combination. Reproducibil-
ity from collaborative trials can be expected to include ad-
ditional contributions due to a probably larger difference of
knowledge, experience, equipment, etc. among the partici-
pating laboratories.

The analyst should also take into consideration that ex-
perimental standard deviations show a large variability. In
Fig. 1, the lower and upper limits of the distribution ranges
of simulated standard deviations for various numbers of de-
terminations are shown. The smaller the number of data, the
higher is the variability. For small numbers of data, the stan-
dard deviation distribution is skewed towards higher values
because the lower side is limited by zero. Standard devia-
tions calculated from six values (five degrees of freedom)
were found up to the 1.6-fold of the true value, taking 95%
of all results into account. This is important to realize when
acceptance criteria for experimental standard deviations are
to be defined as here the upper limit of their distribution is
relevant.

2.1.3. Acceptable precision ranges for LC assay –
system or injection precision
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a relative standard deviation of 0.73 and 0.85%, for five and
six injections, respectively. The FDA[4] and Canadian guide-
lines [3] recommend system precisions less than 1.0%. In
order to reflect really the instrument (i.e. mainly the injec-
tion) precision, the concentration must be sufficiently larger
(at least 100-fold) than the quantification limit; otherwise the
integration or noise error will have a substantial contribution
[11,12].

2.1.4. Acceptable precision ranges for LC assay –
repeatability and intermediate precision
2.1.4.1. Experimental.Two hundred and twenty-four indi-
vidual series from reversed-phase LC assay determinations of
28 different drug substances, formulated in 36 drug products
were compiled. The data originate from validation studies,
analytical transfers, stability studies (see Section 3.2), and
reference standard retests. Repeatabilities of individual data
sets were calculated if at least 5 repetitions were performed,
the average number of repetitions is 7.2. If two and more se-
ries were available, the overall repeatability (Eq.(2)) and in-
termediate precision/reproducibility (Eq.(4) or Eq.(6)) were
calculated[13,14], as well as the ratio between the precision
levels. In order to minimize the influence of extreme results,
these were omitted for the calculation of averages and the em-
pirical estimation of ranges of the respective subgroup. Only
s sults
i
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(

O

In the European Pharmacopoeia, for chromatograph
ay of drug substance (DS), a maximum permitted sy
recision is defined, in dependence on the upper specific

imit (USL) and the number of injections[10]. The difference
etween the upper specification limit and 100% corresp

o the range available for the analytical variability beca
he content of a drug substance cannot be larger than 1
n analytically available range of 2.0%, for example, allo
ingle extreme values were omitted, the percentage of re
ncluded is shown inTables 1–3in the column “Range” (in
rackets). The average relative standard deviations wer
ulated taking the respective degrees of freedom into ac
weighing).
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Table 1
Repeatabilities for the investigated types of drug product

Drug product type (no. inFig. 2) No.a Average (%)b Range% (%)c Ratiod

Drug substance (no. 1–8) 45 (2) 0.50 0.20–0.96 (96) 1.9
Lyophilisates (no. 9–14) 31 (2) 0.56 0.10–1.00 (94) 1.8
Others (no. 15–19) 11 (1) 0.63 0.22–0.99 (92) 1.6
Solutions and suspensions (no. 20–27) 53 (2) 0.47 0.13–1.18 (96) 2.5
Tablets and capsules (no. 28–44) 64 (4) 0.81 0.16–1.51 (94) 1.9
Combined drug substance, lyophilisates, solutions, and others (no. 1–27) 141 (4) 0.52 0.12–1.18 (97) 2.3

a Number of individual repeatabilities used for evaluation (omitted extreme results).
b Weighted, pooled standard deviation.
c Range of the individual repeatabilities (% of results included).
d Between upper range limit and average.

Table 2
Intermediate precisions/reproducibilities for the investigated types of drug product

Drug product type (no. inFig. 3) No.a Average (%)b Range% (%)c Ratiod

Drug substance (no. 1–7) 15 (1) 1.05 0.35–1.68 (94) 1.6
Lyophilisates (no. 8–12) 7 (2) 0.77 0.38–1.29 (78) 1.7
Solutions and suspensions (no. 16–121) 23 (2) 0.69 0.39–1.05 (92) 1.5
Tablets and capsules (no. 22–29) 18 (0) 1.38 0.42–2.34 (100) 1.7

a Number of reproducibilities used for evaluation (omitted extreme results).
b Weighted, pooled standard deviation.
c Range of the intermediate precision/reproducibilities (% of results included).
d Between upper range limit and average.

Table 3
Ratio between reproducibility and overall repeatability

Drug product type (no. inFig. 4) No.a Average Upper limit (%)b

Drug substance (no. 1–7) 14 (2) 1.9 3.0 (88)
Lyophilisates (no. 8–12) 8 (1) 1.6 1.9 (89)
Solutions and suspensions (no. 16–21) 23 (2) 1.7 2.6 (92)
Tablets and capsules (no. 22–29) 17 (1) 1.8 2.7 (94)

a Number of ratios used for evaluation (omitted extreme results).
b Percentage of results included.

Inter-group variance s2
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∑ (
x̄2
j

)
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Intermediate precision/reproducibilitys2
R = s2

r + s2
g,

sR =
√

s2
R (4)

wheresj, x̄j: standard deviation and mean of seriesj;n: num-
ber of determinations per series (identical for all);k: number
of series; andsx̄: standard deviation of the means.

2.1.4.2. Results and discussion.The results show no clear
dependency on the analyte, but rather on the type of drug
product (seeTables 1–3, Figs. 2–4). However, the target val-
ues and especially the distribution ranges discussed should
be regarded as orientation for typical applications, it can
be expected that some analytes/methods require larger vari-

abilities. The average value for each subgroup can be re-
garded as a target standard deviation (TSD)[15], i.e. an es-
timate for the true variability for this group. The limits of
the range can serve as orientation for a maximum acceptable
variability.

DS and DP, apart from tablets, show similar distributions
of repeatabilities, with a range from 0.1 to 1.0–1.2% and
an average of 0.52%. This TSD corresponds well to the re-
sult of 0.6% from a collaborative trial of the European Phar-
macopoeia for the LC assay of cloxacillin[16]. The LC-
assay for tablets and capsules is accompanied with a larger
variability range from 0.2 to 1.5% and a higher average of
0.81%. This is probably caused by the more complex sam-
ple and/or sample preparation. For both groups, the ratio be-
tween the upper limit and the average repeatability is about
2, which corresponds very well with the upper 95% confi-
dence limit of a standard deviation (2.1 forn = 6 and 1.9 for
n = 7).

In the range investigated, neither a log–linear correlation
of the variability to the concentration fraction (between 0.001
and 0.99) nor to the amount of analyt injected (between 0.8
and 15�g) is observed.
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Fig. 2. Repeatabilities for 28 actives in 36 drug products and 8 drug substances. The number on thex-axis corresponds to the different analytes per drug product
(for details, seeTable 1). Arrows indicate the same active in different drug products.

In case of intermediate precision/reproducibility, the av-
erages are between 1.4 and 2.1 times larger than for repeata-
bility, reflecting the additional variability contributions, such
as reference standard, time, operator, equipment, laboratory,
etc. From the DP with sufficient data, three subgroups for
intermediate precision/reproducibility can be defined: DS,
tablets/capsules and a combined group of lyophilisates, solu-
tions/suspensions, and others with an upper reproducibility
distribution limit of 1.7, 2.3, and 1.1–1.3%, respectively. The
ratio between upper limit and average reproducibility is with
1.6, 1.7, and 1.6, respectively, slightly smaller than for the
repatabilities. This may be explained by the larger number of
determinations, the reproducibility determinations are based
on.

For practical purposes, the factors between the preci-
sion levels, namely between repeatability and reproducibil-
ity, are very important. A classification of these factors
would allow to predict the long-term variability of given an-
alytical procedures from repeatability determinations. The
calculations are shown inTable 3 and Fig. 4. It must be
taken into consideration that the uncertainty of the ratio is
larger because it includes the uncertainty of both precision
levels.

The smallest possible ratio is 1.0, i.e. no additional vari-
ability between the series is observed and both precision lev-
els have the same standard deviation. Experimentally, this can
occur even if the true ratio is larger than 1 if one or several
experimental repeatabilities are obtained in the upper range

F g prod nt
a

ig. 3. Intermediate precisions/reproducibilities for 22 actives in 22 dru
nalytes per drug product (for details, seeTable 2).
ucts and 7 drug substances. The number on thex-axis corresponds to the differe
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Fig. 4. Ratio between reproducibility and overall repeatability for for 22 actives in 22 drug products and 7 drug substances. The number on thex-axis corresponds
to the different analytes per drug product (for details, seeTable 3).

of the distribution, thus covering the differences between the
series.

The upper distribution limit of the factors was not much
different for DS and DP, with 3.0 and 2.7, respectively. In
between DP, there seems to be no obvious differences, apart
from lyophilisates with a more narrow distribution. How-
ever, the number of data obtained is not sufficient to draw
this conclusion reliably. For DS, the larger upper factor may
be explained by the simple sample preparation. As a conse-
quence, the influence of the reference standard to the overall
variability is increased, affecting directly the reproducibility.

As a generalisation, the relation between the precision lev-
els can be expressed as multiples of the repeatability target
standard deviation:

• Acceptable individual repeatability <2× TSD.
• Acceptable overall repeatability <1.5× TSD.
• Acceptable intermediate precision <3–4× TSD.

These results are in good agreement with the more general
estimation of factors between the precision levels of about 1.5
per level[17], i.e. a ratio of 2.2 for repeatability and long-term
precision.

2.2. Accuracy
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the comparison is to a nominal value or another experi-
mental result. Under the usually applied conditions, i.e. six
or nine determinations, the factors are approximately one.
Therefore, an acceptable precision can be used as an ori-
entation for the difference acceptance limit with respect to
means.

Relation between precision and difference:

to a nominal value : D ≤ t(P, df )√
n

× s = F × s

between meansD ≤ t(P, f ) ×
√

2

n
× s = F × s (5)

If an acceptable difference between individual determi-
nations is of interest (e.g. stability of test solutions, trend
analysis, etc.), the concept of variability limits Eq.(6) can be
used[13].Rdescribes the maximum range (or difference be-
tween two random values) that can be statistically expected
(e.g. with a confidence of 95%). Asσ, the TSD for the given
application can be used. The precision level determines the
application of the variability limit, e.g. with a standard de-
viation of the injection precision, the maximum difference
between two injections of the same solution is obtained, with
a repeatability the maximum range of independent sample
p inter-
m dure
a se of
i end,
o

A maximum acceptable difference may be derived f
tatistical considerations. Thet-test can be regarded as the
cription of the relationship between a difference (betw
wo means or to a reference) and a standard deviation
rranging the corresponding equations, the maximum
itted difference is given as a function of the (maxim
ermitted) standard deviation (Eq.(5)). The factorsF de-
end only on the number of determinations and whe
reparations, etc. Such limits can be defined directly as
ediary acceptance criteria within the analytical proce
s a measure of performance verification, or applied in ca

nvestigations of out-of specification or suspect (out-of tr
ut-of expectation) results[18].

Variability limit :

RI,r,R = z ×
√

2 × σ = 1.96×
√

2 × σ ≈ 2.8 × σI,r,R (6)
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Fig. 5. Difference between mean recoveries of LC-assays and the theoretical value of 100%. The number corresponds to the different analytes per drug product
investigated.

whereRI, r, R: limit according to the corresponding precision
level, i.e. injection, repeatability, and reproducibility, respec-
tively.

The theoretically obtained relationship between the max-
imum permitted precision and the difference between means
can also be supported by experimental results. The difference
between the mean recovery and the theoretical value of 100%
for 36 recovery series for LC assays of 18 drug products are
shown inFig. 5. The usual spiking range of the active into
the placebo was 80–120 or 70–130%, the number of deter-
minations ranged from five to nine. If sufficient data were
available, the concentration levels are shown separately.

The absolute differences range from 0.1 to 1.5%, with an
average bias of 0.53%. Due to the relatively small number
of data, further classification according to the type of drug
product is not possible, although it seems to be that the devi-
ations from the theoretical value are slightly larger for tablets.
The average difference of 0.53% is in perfect agreement with
the repeatability obtained for the subgroup of DS and DP
requiring less complex sample preparation (Table 1).

2.3. Linearity

The coefficient of correlation is almost uniformly
(mis)used, but it is neither a proof of linearity nor a (suit-
able) quantitative measure[19,20]. In contrast, this param-
e ite. In
o scat-
t g, but
e ared
b e

number of determinations and the regression concentration
range[12]. Therefore, this parameter is not suitable as a gen-
eral acceptance criterion for the performance of an analytical
procedure.

Usually, in pharmaceutical analysis the intrinsic response
or calibration function is known and therefore, the question is
rather about a verification, or lack of deviation from linearity.
This can be achieved by an analysis of the residuals, i.e. the
difference between the experimental and the calculated (from
the regression line) response (y-value). A visual evaluation of
the pattern of the residuals (versusx or calculatedy-values,
residual plot) is a very simple and straightforward, but never-
theless powerful tool to detect deviations from the regression
model. If the linear, unweighted regression model is correct,
the residual plot must show random behaviour in a constant
range, without systematic pattern. An acceptable dispersion
range for the residuals will correspond to about±3 times
the expected TSD. For a limited working range, this can be
defined with respect to the nominal working concentration
(100%). FromTable 1, residuals should usually scatter±1.5
to 2% around 0. Non-linear behaviour will result in system-
atic or curved pattern of the residuals, non-constant variances
(heteroscedasticity) in a wedge-shaped distribution, with in-
creasing residuals[21].

The standard error of slope (or standard error of regres-
sion) measures the deviation of the experimental values from
t ance
p . Ex-
p com-
p reci-
s tical
ter requires a linear response function as a prerequis
ther words, the correlation coefficient requires random

er around the linear regression line to have any meanin
ven then the numerical values cannot be properly comp
ecause they depend on the slope[21], as well as on th
he regression line and thus represents a good perform
arameter with respect to the precision of the regression
ressed in percent (relative standard error of slope), it is
arable to the relative standard deviation obtained in p
ion studies in the given concentration range. In statis
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textbooks, the parameter is normalised with respect to the
meanx-value (Eq.(8)). Because the regression range in phar-
maceutical analysis is not always centred around the target
(working) concentration, the latter can be used instead[22].

Residual standard deviation of regression :

sy =
√∑

(yi − (a + b × xi))2

n − 2
(7)

Standard error of slope : Vx0 = sy

b × x̄
× 100% (8)

The absence of constant systematic errors is a prerequisite
for a single point calibration and for the 100% method (area
normalisation) for the determination of impurities. The so-
called single-point calibration represents, in fact, a two-point
calibration line where one point equals zero and the other
the standard concentration. This negligible intercept has to
be demonstrated experimentally, a regression forced through
zero is only justified afterwards.

A negligible intercept can be demonstrated statistically by
means of the confidence interval of the intercept, usually at
95% level of significance. If it includes zero, the intercept is
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Table 4
Calculation of repeatability from duplicate sample preparations of a semi-
solid drug product

Batch Content (mg/g)

Preparation 1 Preparation 2 Difference

D261 2.6936 2.7107 −0.0171
D260 2.7224 2.7132 0.0092
D259 2.6896 2.6995 −0.0099
D258 2.7276 2.6958 0.0318
D257 2.7095 2.7258 −0.0163
D256 2.7196 2.7149 0.0047
D255 2.6916 2.7333 −0.0417
D254 2.6986 2.6730 0.0256
D253 2.6760 2.6975 −0.0215
D252 2.6772 2.6721 0.0051
D251 2.6791 2.6728 0.0063
Mean content 2.6997
Standard deviation 0.0146
Relative standard deviation 0.54%

3.1. Batch release

Repeated injections of a standard solution are usually part
of the system suitability test of LC assays[10]. The system or
injection precision thus obtained can be monitored in a con-
trol chart (see Section 3.3) and used to calculate an ongoing
average. The control chart will provide also the distribution
of the individual system precisions. If the data are recorded
with traceability to the LC system, they can be used at the
same time to monitor and verify the instrument performance
as part of the equipment qualification.

If multiple sample preparations are performed, the re-
peatability can be calculated from the difference of duplicates
or between the minimum and maximum determination (Eq.
(9)), an example is shown inTable 4. A prerequisite to calcu-
late a relative standard deviation is a narrow distribution of the
content values, which is usually fulfilled in pharmaceutical
batch release. Summarizing the differences over all batches
analysed results not only in a sufficient number of data to
achieve good reliability, but takes also the time aspect into
account and provides medium to long-term precision results.
The same approach can be used to calculate an average sys-
tem precision, if the differences between duplicate injections
of the same sample solution are used.

Standard deviation from differences :

w ates.

3

ap-
p ellent
s bil-
i ded,
i de-
tatistically not significant. However, a small variability m
esult in a significant intercept, but without any practical r
ance. In contrast, a large variability can obscure a subst
eviation of the intercept from zero. For an absolute ev
tion, the intercept can be expressed as a percentage
nalytical signal at the target or a reference concentra
uch as 100% working concentration in case of assay
act, this approach can be regarded as an extrapolation
ariability at the working concentration to the origin. The
ore, an acceptable precision value can be used as orien
or an acceptance limit. Because large extrapolation wi
rease the uncertainty of the calculated intercept and
dversely affect its evaluation[12], the minimum range o
0–120% required for an assay is should be extended.

ng from 10 or 20% will avoid extrapolation artefacts as w
s maintain the required homogeneity of variances.

. Sources for long-term precision

Because of the importance of reliable precision data,
or generating a benchmark for orientation (generally, o
elevant classes of methods and/or analytes) and for an
al quality assurance with respect to specific analytical
edures, some examples are given in the following on
o obtain appropriate data. These approaches, when a
egularly, provide at the same time a continuous over
n the on-going performance of the analytical procedure
emonstrate that the validated status is maintained, acco

o the life-cycle concept of validation[5,7].
s2
d =

∑ (
xi,max − xi,min

)2

2 × k
sd =

√
s2
d (9)

herek: number of samples or batches analysed in duplic

.2. Stability studies

In stability studies, the same analytical procedure is
lied over a long time. Therefore, these data are an exc
ource to provide very reliable, long-term analytical varia
ty. A prerequisite to calculate precision are non-roun
ndividual results for each storage interval. If repeated
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Fig. 6. Example for calculation of precisions from a stability study of film coated tablets. Two presentations per storage interval could be combined.The
individual repeatabilities per storage interval and the regression line (solid) with 95% confidence interval (dotted line) are indicated.

terminations are performed for each storage interval, both
overall repeatability (according to Eq.(2)) and reproducibil-
ity can be calculated, in case of sufficient replicates also in-
dividual repeatabilities. In order to increase the number of
replicates, several presentations or storage temperatures of
the same bulk batch can be combined, if they do not have
an influence on the stability and if they were analysed in the
same series, using the same reference standard preparations.

Reproducibilities are calculated either using Eq.(4) or –
in case of a significant decrease in content – from the resid-
ual standard deviation of the linear regression (Eq.(7)) of the
individual content determinations (y-values) versus the stor-

age time (x-values). In order to normalize this parameter, it
is referred to the content mean.

In the example given inFig. 6, the overall repeatability was
calculated to 1.37%. The confidence interval of the slope in-
cludes zero and is not significant. Therefore, the reproducibil-
ity can be calculated by an ANOVA (Eq.(4)) resulting in
1.67%. Comparing this result with the residual standard de-
viation of the regression of 1.62%, both calculation proce-
dures result in identical reproducibilities. However, due to
the weighing effect included in the regression and the mean
content value, the content decrease should be limited to about
10%.

F . The a he
fi alculat
ig. 7. Control chart for a single determination of an injection solution
rst 20 determinations are indicated. The overall reproducibility was c
verage (solid line) and the±3σ control limits (broken line), calculated from t
ed from more than 100 determinations to 0.70%.
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3.3. Control charts

Control charts are an excellent tool to inspect the long-term
behaviour of the analytical procedure, or individual parts of
it. As soon as sufficient information is gathered, they provide
information whether the monitored parameter is in (statisti-
cal) control or not[23]. At the same time, the data for control
charts can be used to calculate on a continuous and successive
basis precisions, e.g. a target system precision from a system
precision chart or reproducibility from a control sample chart
(seeFig. 7).

4. Quantification by pre-determined calibration
parameters versus classical approach of simultaneous
calibration in LC

Control charts can be used as a tool for identifying root
causes for systematic errors on the one hand and – as a con-
sequence – for reduction of variability of an analytical proce-
dure on the other hand. One main root cause for variability in
quantitative analysis is the preparation and analysis of an ex-
ternal standard. Depending on its stability, the external stan-
dard solution is prepared for each analytical set separately
or after certain intervals (e.g. weekly or monthly). The ex-
t ytical
e ach
a ased
o r the
c trol
t eters
a in an
u

pro-
c ads
t and
t ional
v iation
i tion
p

of a
c pre-
d n un-

known sample will then be calculated by a calibration func-
tion with these constant parameters. However, this requires
verification, whether the pre-determined parameters are still
valid for quantification, which is done by analysis of a con-
trol sample. The analytical result of the control sample is
then checked in a control chart. If it is within pre-determined
limits, the calibration is valid and can be used to quantify an
unknown sample.

For a high volume drug product (solution for injection),
this approach of pre-determined calibration parameters was
compared to the traditional approach of simultaneous calibra-
tion. The quantitative analysis is performed by means of LC
using a reversed-phase column RP18. The nominal content of
the analyte in the drug product is 13.2�g/mL with an upper
specification limit of 13.8�g/mL and a lower specification
limit (LSL) of 12.6�g/mL. According to the traditional ap-
proach, the standard solutions are prepared by weighing of a
reference standard powder into a flask and by diluting it to
volume. Each standard solution is prepared twice and injected
twice. Based on the results of the chromatographic analysis,
a response factor is calculated. Quantification is done using
a single-point calibration and the content of the analyte is
determined by the following equation:

Contentsample(�g/mL)

shly
d , the
r , and
v actor
w nalyt-
i (mL
× nse
f sam-
p duct
t duct
i een
t ro. It
t

F B) cali l
d hown b
ernal standard solution is usually analysed on the anal
quipment (e.g. LC-system or spectrometer) daily for e
nalytical series, i.e. simultaneously with the samples. B
n the results of this determination the parameters fo
alibration function are calculated according to the con
est for each analytical series separately. These param
re then used to calculate the content of the analyte
nknown sample (simultaneous calibration).

While this calibration approach makes the analytical
edure robust for changes in the equipment, it finally le
o an additional contribution to the variance of the result
o an over-adjustment if the system is stable. This addit
ariance of the external standard can be caused by var
n content of ampouled standards, by weighing or dilu
rocedures or, in LC, by injection procedures.

An alternative approach calculating the parameters
alibration function for every analytical series is to take
etermined parameters. The content of an analyte in a

ig. 8. Process capability for pre-determined (A) and simultaneous (
istribution of the 20 content determinations of the control sample is s
= Areasample(mV)/Response factorstandard(mL × mV/�g)

(10)

In the traditional approach, the response factor was fre
etermined for each analytical set. In the new approach
esponse factor is kept constant for all analytical series
erified by the control sample. This constant response f
as calculated as the mean response factor from 48 a

cal series in the time period of 11 months to 11544
mV/�g). In parallel to the determination of the respo

actor, a control sample was established. The control
le consisted of several hundred units of the drug pro

aken from one routine manufacturing batch. As the pro
s a solution for injection, the variation in content betw
he different units was considered as being close to ze
herefore describes completely the analytical variation.

bration. Upper and lower specification limits are indicated by verticalines. The
y a histogram and the calculated normal distribution curve[24].
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Table 5
Results of 20 control samples by simultaneous and pre-determined calibration

Statistical parameter Simultaneous calibration Pre-determined calibration

Count (n) 20 20
Mean (�g/mL) 13.244 13.295
Relative standard deviation (%) 0.45 0.23
Minimum (�g/mL) 13.153 13.252
Maximum (�g/mL) 13.361 13.364
Range (%) 1.57 0.84
Test on normal distribution (standardized skewness and kurtosis) Pass Pass

For each of the 48 analytical series, one unit of the control
sample was analysed in parallel to the batches for release
testing. The area values of these determinations were then
retrospectively transformed into content by use of the pre-
determined response factor. Based on these results the upper
and lower control limit for the control chart was determined
to 13.19 and 13.48�g/mL. The design of the new approach
implies to use one dedicated LC-system.

After design of the new approach, a test interval of 3
months was conducted. During the test interval 20 analyt-
ical series were conducted. Results for the control samples
of each series were calculated both by simultaneous and pre-
determined calibration.

The results of these determinations are visualised in pro-
cess capability plots (Fig. 8). The increase in precision for
quantification with pre-determined calibration parameters is
well described by the improvement of the capability index
Pp (Eq.(11)) from 3.36 for the simultaneous calibration to
6.63 for the pre-determined calibration.

Pp= USL − LSL

6 × s
(11)

The results of the control samples in the 20 analytical
series are summarized inTable 5. These results also demon-
strate an increase in precision by factor two, expressed in
s n the
n repa-
r tance
c ase,
a ause
c shift
a ined
r e, th
s de-
v les
( limit.
A f the
s e 3
m fac-
t idual
( ob-
t een
t oce-
d and
t old

pre-determined response factor is then corrected by this ra-
tio.

5. Conclusions

In order to establish acceptance criteria for validation or
transfer of analytical procedures and to evaluate or investigate
routine analytical results, it is important to have a reliable
expectation of the target variability of the (type of) analytical
procedure in question.

For specific methods, the various precisions can be ob-
tained (or refined on an ongoing basis) from batch release
results, stability studies, transfers, and control charts, etc.
Stability studies especially allow calculating both long-term
repeatability and reproducibility.

Collecting such data, target precisions and ranges for
groups of drug products or analytes can be estimated.
In the present investigation for LC assay, acceptable re-
peatability, overall repeatability, and intermediate preci-
sion/reproducibility can usually be expected to be less than
2, 1.5, and 3 times the repeatability target standard deviation,
respectively.

Keeping the analytical procedure under control allows re-
placing simultaneous calibration by calculation of the analyte
content using constant response factors, the so-called pre-
d od-
u rease
i

A

er-
o ere,
n rtel,
N iel-
B

R

uire-
CH),
tandard deviations. Besides the increase in precisio
ew approach also saves time. The time consuming p
ation of standards is only conducted when the accep
riteria for the control sample are not met. In such a c
failure investigation needs to be started. If a root c

annot be found and/or eliminated (e.g. an instrument
fter repair or equipment qualification), the pre-determ
esponse factor needs to be re-adjusted. In such a cas
imultaneous calibration is performed until the standard
iation of a moving average of sufficient control samp
at least six) meets a certain pre-defined acceptance
n acceptable limit should be based on the variance o
imultaneous calibration method, e.g. derived from th
onths test interval. The new pre-determined response

or is then calculated as the average of these six indiv
simultaneous) response factors. Alternatively, it can be
ained from the control chart by means of the ratio betw
he new control sample average (after the analytical pr
ure is under control, i.e. with the acceptable variability)

he overall average until the out-of control situation. The
e

etermined calibration. Especially for large-volume pr
cts, considerable savings are possible, as well as an inc

n precision.
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